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**Abstract**

General linear models are the basis for many popular statistical analysis tests used in both industry and research. This paper explores the use and derivation of general linear models such as multiple linear regression and analysis of variance (ANOVA) testing. We will explain how ANOVA tests are actually special cases of multiple linear regression. We will further look at how and where these tests may be applied to data.
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**1 Introduction**

General linear models (GLMs) are at the heart of many prediction and statistical analysis tests. The general form of a linear model can simply be written as . Y here is an nx1 column vector of n dependent variables, although in some cases it may only be a single response variable. X will be our independent variables, or regressors, and it will be an nxk matrix of n groups and k independent variables. Beta is a kx1 column vector of regression coefficients and finally epsilon will be an nx1 column vector of residuals. This is the matrix form of the equation, but it can also be written as .

While a general linear model typically works best when the predictor factors are independent, it is possible to use GLMs without that assumption and to still get a working model using workarounds like combining variables. GLMs are also known to handle continuous, categorical, and ordinal data sets very well.

**2 Multiple Linear Regression**

In a multiple linear regression problem, our goal is to find a line of best fit given our data, X. The most commonly used method to do this is called the ordinary least squares method. To use this method, we must find the coefficients, 𝛽, that minimize the sum of squared errors (SSE).
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Since and are both 1x1 matrices and transposes of each other, they are the same value and can be added together to get . Then to minimize this, we simply take the derivative of SSE with respect to 𝛽 and set it equal to 0.

Assuming xTx is non-singular:

**2.1 Fitted Values**

We can now use our newfound to get our predicted, or fitted values.

Where . H is commonly known as the hat or projection matrix because this is the orthogonal projection of Y onto the space spanned by X. H is typically only used theoretically because its size often makes for long and slow computations.

The fitted value, or the estimated mean response for the observation, can be written as . Also, we can write the residuals as

.

**2.2 Expectation of**

To find the expectation of ,we first have to rewrite by plugging in our Y equation:
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Our expectation is now:

Our predictor is unbiased if and only if , which is only the case when .

**2.3 Variance of**

The variance of a given random variable a is given by the formula

. This means that the variance of can be given as:

Assuming that our estimator is unbiased, then .

We can now plug in .

Since (xTx)-1 is equal to its transpose:

is the covariance matrix of the error term, . If is independently and identically distributed(), then , where is the nxn identity matrix. This is due to the fact that if is independently distributed, then there is no covariance between the residuals, hence 0s in the non-diagonal parts of the matrix. The identical
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part of tells us that the error variance is the same at each observation, hence on all diagonal parts of the matrix.

This means that if is , the

While the true error variance, , is unknown, we can use an estimate, , based on the regression residuals:

s2 = (ϵi2)/(n - k)

So if is , then the variance of is simply .

**3 ANOVA**

The analysis of variance test is often used when we have multiple groups representing categorical variables and we have a single continuous response variable, y. Here we can use what’s called dummy coding to assign numbers to represent our categorical variables. For example, we can use -1 to represent someone being male and 1 to represent someone being female. Although GLMs usually prefer independent predictors, we can actually use a variable separate from our other variables that represents the interaction between two of the other variables. We do this so that the

model remains additive. For instance, if we wanted to model salary using gender and race, we could actually create another variable that represents an interaction between gender and race and include it in the model. In this case, our factorial ANOVA equation may look something like this:
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Where y is salary, x1 is gender, x2 is race, and x3 represents the interaction between gender and race.

To quantify how well our data supports our null hypothesis, we must use the F-test, which is defined as:

F-stat = ((sum of squares of the model)/(degrees of freedom of the model))/((sum of square errors)/(degrees of freedom of errors)).

We can then use our F-stat on the F distribution to find the p-value and compare it with our chosen confidence interval to determine if we will reject our null hypothesis or not. The only assumptions for the F-test are that the individuals are independent, the residual variances are all equal, and that follows a normal distribution with .

**4 Example**

A fair example of using general linear models would be to determine the relationship between properties of a house and its market value. Our dependent variable Y would be an nx1 vector of house prices and our independent variables could be number of bedrooms (, square footage , and how many years ago the house was built . Our equation could look something like this:

Or alternatively, we could write it as:
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Our data could look something like this:

We added an extra column of 1s in our matrix for our bias term, .
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